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Abstract—As mobile nodes roam in a wireless network, they
continuously associate with different access points and germ
handoff operations. However, frequent handoffs can potentially
incur unacceptable delays and even interruptions for inteactive
applications. To alleviate these negative impacts, we prest novel
association control algorithms that can minimize the freqeency
of handoffs occurred to mobile devices. Specifically, we sho
that a greedy LookAhead algorithm is optimal in the offline
setting, where the user’'s future mobility is known. Inspired
by such optimality, we further propose two online algorithms,
namely LookBack and Tr ack, that operate without any future
mobility information. Instead, they seek to predict the lifetime of
an association using randomization and statistical approehes,
respectively. We evaluate the performance of these algohins
using both analysis and trace-driven simulations. The redts
show that the simple LookBack algorithm has surprisingly a
competitive ratio of (log k+2), where k is the maximum number
of APs that a user can hear at any time, and thdr ack algorithm
can achieve near-optimal performance in practical scenads.

|. INTRODUCTION

within the network. While these approaches provide sigaific
savings in handofflatencies over naive methodsfrequent
handoffs could still be problematic for interactive apptions
even with latencies of the order of tens to hundreds of milli-
seconds.

In this paper, we present a new approach for association
control that minimizes the handoffequency our approach
complements the existing strategies for minimizing hahdof
latency In typical wireless LAN deployments, a mobile device
is often within the communication range of multiple APs, and
can choose one of them to associate with at any point in time.
By carefully selecting APs that are likely to maximize the
duration of association, the device can significantly reduc
the number of handoffs that need to be performed. Our main
contribution isthe design, analysis, and evaluation of novel
association control techniques which minimize the numlfer o
handoffs over timeThe specific contributions of our work are
as follows:

As mobile users roam within a wireless infrastructure net- First, we introduce the handoff minimization problem for

work, they continuously associate with different accedstgo wireless mobile devices. We consider both thiline and
(APs) to sustain their wireless connectivity. The selettid onlinesettings of this problem; in the former setting, the future
user-AP association, known asssociation contrgl plays a mobility pattern of the wireless device is known in advance,
key role in the Quality of Service perceived by the mobilevhile in the latter setting, future mobility is unknown. Tioet
users. For example, many wireless devices intend to assoclzest of our knowledge, we are the first to consider the problem
with the AP that currently has the strongest signal [1] a@f association control for wireless mobile devices with gloal
the least load [2]. In addition to such local greedy decisjonof minimizing handoff frequency.
there are advanced association control schemes for asbievi Secondly, we preseritookAhead, an optimal algorithm
load balancing among different APs and max-min bandwidfbr the off-line handoff minimization problem. Althougheh
fairness among different users [3]. However, all thesemase precise mobility patterns of wireless users may not be known
focus on the network performance at each snapshot, yet theadvance in practical scenarios, theokAhead algorithm
stability of the association decisions is largely overledk is significant due to two reasons: (1) The key insights from
On the other hand, frequent association changes can retulbk Ahead guide us in the design of our online algorithms,
in not only unacceptable delays for interactive applicaio which do not require any knowledge of users’ future mohility
such as VolP, during the transition period, but also poénti(2) We useLookAhead as a natural baseline for the perfor-
interruption of real-time communication services and sdbsmance comparison of various association control algosthm
guent system-component failures. To address these preblem Thirdly, we presentookBack, anonline algorithm which
it is highly desirable that the association decisions cal lecarefully applies randomization to select one AP among the
to not only instantaneous high-quality links but also srhooturrently available set of APs. We show tHawokBack is
connectivity over a long period of time. not only computationally efficient, but also has an expected
There have been many research efforts to alleviate tbempetitive ratio of(logk + 2), where k is the maximum
disruptive impact of handoffs by reducing the latency ofiindnumber of APs available to the user at any time. This is indeed
vidual handoffs. Packt al.[4] attempts to minimize the chan-a non-trivial performance guarantee which cannot be obthin
nel scanning time during a handoff, while other approachekrough other natural algorithms. For example, consider th
[5], [6], [7], attempt to minimize the handoff latency bynatural strategy of choosing an ARiformly at random from
propagating a mobile user’s context information (e.g.usec the set of currently available APs whenever a handoff needs
and authentication information) proactively and aggresgi to occur. This strategy has a competitive ratioaif) instead



of O(logk). a certain threshold. Then the device re-associates with the

Lastly, we presenfr ack, an online heuristic for associ-AP that has the strongest signal at that time. Since signal
ation control based on mobility history. The intuition bedhi strength can fluctuate due to many factors such as path fading
Tr ack is that if the mobile users exhibit repetitive mobilityobstacles and mobility, the devices may experience frequen
patters (or pseudo-periodicity) over long periods of titheen  handoffs. During each association change, a handoff ppbtoc
such patterns can be efficiently leveraged for intellige® Amust be invoked among the device, the previously used AP
selection in order to minimize the frequency of handoffsisThand the new AP, so that the device can keep its current
is indeed a common scenario in practice and confirmed by @application sessions alive. Unfortunately, this handoffcess
simulation studies that indicate the performancdpfck is can take hundreds of milliseconds or even a few seconds (with
near-optimal in such scenarios. 802.1X authentication in place) [6] which presents notitea

To evaluate our proposed algorithms, we perfamace- interruption for interactive applications such as VoIP. il&h
driven simulations based on real data set containing assodiaere have been many research efforts on reducing the Handof
tions between a large set of mobile users and APs. The trat@sncy [4], [5], [6], [7], these schemes often require aem
used were collected at the University of California, Sangdie to the 802.11 standards, thus facing significant deployment
over a period of 11 weeks and record the associations, as weltdles.
as the set of APs heard by mobile users in regular 20 secondin this paper, we take a standard-compliant approach and
intervals. Our simulation shows that the trace containgdwidevelop novel association control schemes to minimize the
as many handoffs as that can be achievetl gk Ahead, the number of handoffs that occur to a mobile device. In what
off-line optimal algorithm. This suggests a big opportyridr follows, we formally define the handoff minimization probie
improvement. Indeed ourookBack andTr ack algorithms and comment on its practical implications.
both outperform the default algorithm used in the trace, aftoblem Formulation: An instance of the handoff mini-
Track is close to optimal. These results indicate that oumization problem is defined as follows. We are given a
techniques can significantly reduce the number of conngctivmobile user and a collection of APs. Time is divided into
interruptions with small additional complexity. discrete slotd,2,3,...,7T. At each slott, the user is given a

This paper is organized as follows. In Section 11, we presecéndidate set of AP€/(t), that can satisfy the user’s minimum
an overview of the handoff minimization problem. In Sectioquality-of-service requirement (e.g., a minimal signaésgth
ll, we describe the off-line optimal algorithnibookAhead. threshold). The user musassociatewith exactly one AP in
We then present two online algorithmgpookBack and C(t) at the beginning of slot. For any APa € C(t) we say
Tr ack, in Section IV. In Section V, we present the resultthata is available to the user at slatlf the AP associated with
of trace-driven simulations of our algorithms, as well athe user at slot + 1 is different from the one she associated
their comparison with the existing approach of the trace. Weith during slott, then the user is said to have undergone a
survey related work in Section VI, and present our conclgdirnandoffat slott+ 1. We need to design an association control
remarks in Section VII. mechanism that chooses an AP for each slot. Our objective
is to minimize the total number of handoffs that the user
undergoes over all slots.

In this paper, we consider a wireless network which providesWe consider both offline and online settings of the handoff
ubiquitous network access for mobile devices. Many orgazinimization problem. In the offline setting, we are given
nizations, companies and universities have already deploythe C(t) values for each slot as part of the problem input;
802.11-based wireless networks inside their campuse$eln te., the candidate set of APs at each slot is reveafstbnt
near future, wireless mesh networks promise to provide evinuitively, the offline version models the setting where th
larger coverage, e.g., in a metropolitan area or even areenthnobility pattern of the user is known in advance. In the amlin
city. Due to the limited transmission range of 802.11 desjicesetting, eachC'(¢) value is revealed only during slétat every
these networks consist of a large number (e.g., hundredsstwt ¢, we need tanstantaneouslgelect an AP in the se&t(t)
even thousands) of APs. Moreover, in most deployment s@nd associate it with the usewjthout any knowledge of the
narios, these APs provide redundant coverage for perfacenaifuture setsC'(¢t + 1), C(t + 2),...,C(T).
and robustness. As such, at any given time, a mobile deviCempetitive Ratio: We use the notion otompetitive ratio
may be within the transmission range of multiple APs, anghder the oblivious adversary modil analyzing the per-
the device must choose one of them to associate so that it é@mance of an online algorithm. Given a problem instance
properly send and receive traffic. This AP selection medmani Z, let C(Z) denote the expected cost incurred by treine
is calledassociation contrglwhich is typically implemented algorithm; here, the expectation is taken over (possildig) t
in the device driver. internal random choices made by the algorithm itself. Let

There is no specific association control scheme specifieddPT(Z) denote the cost incurred by the optimeffline
the 802.11 standards, thus the vendors can freely implement

their own solutions. which are typically based on perceivedl'” other words, before invoking the association control ha@ism, the
' ser may first filter out those APs with poor performance, mesb by

Signal strengths_ [1] For exqmple,_a device can stay with t@ﬁnal strengths, current loads, etc. However, such agjgitspecific filtering
currently associated AP until its signal strength dropsWwel policies are out of the scope in this work.

Il. THE HANDOFF MINIMIZATION PROBLEM



algorithm forZ. The competitive ratio of the online algorithmbut not a handoff. The following theorem proves the optityali
is the maximum possible value of the ra@&%, where the of LookAhead.
maximum is taken over all possible instances of the problem.Theorem 1:Given an instance of the handoff minimization
In the competitive ratio analysis dfookBack, due to a problem, letO PT denote the number of handoffs in algorithm
minor technicality, we define the cost of an algorithm as tHeookAhead. Every algorithm incurs at leag? PT" handoffs
number of associations performed by the algorithm, rathen t for this instance.
the number of handoffs. Note that at the very first slot, an Proof: Assume the contrary. Suppose there exists an
association occurs but no handoff occurs. However, at eveadgorithm A which incurs strictly less tha®PT handoffs.
other slot, a handoff occurs whenever an association occubgfinelength(i) as the number of slots for which association
Hence, the number of associations is exactly one plus tpersisted in algorithmd. Specificallylength(i) is the number
number of handoffs in any algorithm. We also note that thaf slots that elapsed in algorithmd starting from thei'”
mobile device obtains the candidate AP 6Ht) by scanning association until the+ 1%¢ association. For example, consider
the wireless channel at timeand listening for beacons fromslots1, 2, 3,4, 5, 6,7, and8; suppose the user associated with
nearby APs. In reality, the device may scan the channel ordgcess pointsuy, a1, as,as,a2,a3,a; and a; during these
when the currently associated AP becomes unavailable orstets respectively in algorithrd; then the first association
signal strength drops below a threshold. Hence, the nex timccurred at the first slét the second association occurred
instant when a channel scan occurs is itself a function of taé the third slot, the third association occurred at thehsixt
current AP association. slot, and the fourth association occurred at the seventh slo
Solution framework: A mobile node can initiate a scan-Further,length(l) = 2, length(2) = 3, length(3) = 1,
ning whenever the channel condition (e.g., perceived sigremd length(4) = 2. Analogously, letoptiength(i) denote
strength) with the currently associated AP drops below the number of slots that elapsed in algorithrnok Ahead
certain thresholdl’,. For example, ifl, is set to zero, the node between itsi*" association until its + 1¢ association.
will scan only when the currently associated AP can no longerClearly, the total length of all associations in any alduorit
be reached. I is set to infinity (or a very large value), theis equal toT, which is the total number of slots in the
node can scan the channels continuously or periodically. Byoblem instance. The average length of an associationyin an
scanning the wireless channels, the node can discover theadgorithm is ratio of7" and the total number of associations
of currently available APs and update the states requirgddy that occurs in that algorithm. The total number of assomiesti
association control algorithms accordingly. On the otherdy in any algorithm is one more than the number of handoffs per-
when the channel condition with the currently associated ABrmed by that algorithm. Sindeook Ahead performsOPT
falls below another threshold,,, the node decides to switchhandoffs, and algorithnd performs strictly less thad®PT
to another AP by invoking the association control algorshmhandoffs, the average length of an association in Algorithm
Note that the threshold for triggering a handdff,, can be is strictly greater than the average length of an assoaiatio
different from the threshold for initiating the scannirig, In  Algorithm LookAhead. Hence, there exists an integep 1
the following sections, we will describe several assoeiati such thatiength(i) > optlength(i). Let i, > 1 denote the
control algorithms that seek to choose the best AP upon eanmimum integer such thdength(imin) > optlength(imin)-
handoff to minimize the handoff frequency over long time. Sincelength(j) = optlength(j) for any j < imi,, the it
association occurred during the same slotboth algorithmA
and LookAhead. Hence, the candidate set of APs available
We now describe algorithhookAhead, an optimal algo- during thei!" association is the same in both algorithms.
rithm for the offline handoff minimization problem. Conside SinceLook Ahead always chooses the AP with the maximum
a slott. Suppose the user was associated with AP ‘a’ durirfuration, we haveptlength(imin) > length(imin) Which is
the previousslot; if this AP is available during slat then the a contradiction. This completes the proof of the theorem.
user continues its previous association with ‘a’ during giot.
In this case, no new association or handoff is needed at slot IV. ONLINE ALGORITHMS
t. Otherwise, if ‘a’ is unavailable during sléf LookAhead 1o minimize the number of handoffs, it is important to

selects an AP from the s€l(¢ + 1) as follows. For any AP, ynderstand and predict users’ mobility patterns. If we have
define its duration to be the number of slots for which it igccurate knowledge about the user's future mobility, stch a
contiguouslyavailable starting from slot + 1. For example, her movement trajectory and the set of available APs at any
if AP b is available during slot + 1, ¢ +2, ¢ + 3, t + 5, but  given time, we can obtain an optimal handoff schedule using
nott +4, thenb has a duration of thre¢.ookAhead selects the algorithm presented in Section I1l. However, in pragtic
an AP in the selC(¢ + 1) with the maximum duration and we do not know precisely the user's future mobility trajec-
associates the user with this AP during stot- 1 (if there tory. Therefore, we have developed two online algorithms,
are multiple APs with the maximum duration, one of them isgokBack and Tr ack, which use the past trajectory of

selected arbitrarily). We observe that, with the exceptdn individual users to intelligently select the next AP. These
the first slot, whenever a new association occurs it resulés i

handoff. At the first slot, by definition, an association ascu 2By definition, the first association always occurs during firg slot.

IIl. LOOKAHEAD: OPTIMAL OFFLINE ALGORITHM



algorithms are different in how they use the past trajectory Claim 3: Consider any two slots; and ¢, that were
information. marked successively bizookBack. The expected number
A. LookBack: Randomized Online Algorithm ?i Zsioﬁléjufr: P?r{;)r;?%jogéoflfia]zk during the slots
We now describe algorithhookBack, a provably good Proof: We first observe that by definition of the marking
algorithm for theonline handoff minimization problem. Recall process, there exists at least one AP which is availableguri
that an online algorithm needs to determine the associatiginthe slotsty,t1 +1,...,ts — 1, but there is no AP which is
between the user and the APs during eachlatithoutany ayailable during all these slots as well as during slotSince
knowledge of the future set§'(t + 1),C(t + 2),...,C(T).  slott, was marked, we havB(t,) = C(t;). Letm = |B(t1)|.
Algorithm LookBack broadly works as follows. For each slotas in the algorithnm_ook Ahead, define the duration of an AP
t,LookBack maintains a set of APB(t) which is asubsedf  in the setB(t;) to the number of contiguous slots for which
the candidate sef'(¢). Suppose the user was associated wife AP is available starting at slot. Leta, as, . . . , a, denote
AP ‘a’ during thepreviousslot; the user continues its previoushe ordered list of APs iif’(¢1) sorted in the decreasing order
association with ‘a’ during slot if this AP is available during of their durations. If the random AP in the s€ft,) that is
slot ¢. In this case, no new association or handoff is need@gkst associated with the user luckily turns out to g then
at slott. Otherwise, if ‘a’ is unavailable during slat then this AP will be available until time, and no more associations
LookBack selects an AP from the séB(¢) uniformly at gre required until then.
randomand associates the user with this AP. More generally, leto denote the number of APs in the
We now complete the description bbokBack by speci- set ('(¢,) with the maximum duration. The user first selects
fying how B(t) is updated during slot During the first slot, a random APa;, € B(t;) and associates with,,. This
B(1) is set toC'(1) which is the candidate set of APs availablgssociation lasts fod;, slots, whered;, is the duration of
during the first slot. At time/, if B(t — 1) C(t) # ®, i.e., g, . Crucially, the update rule for the sé(-) ensures that
if the intersection between the curreBf-) and the candidate 5t timet = d;, + 1, when the user needs to associate with a
setC(t) is non-null, thenB(t) = B(t — 1) C(t). Else, if new AP,noneof the APs with duratior< d;, will be part of
this intersection is null, thed(t) = C(t). Intuitively, B(t) the setB(t, + d;, ). Hence, the second AR, which the user
is the set of APs that are available currently and that weggsociates with is selected at random among all APs in the set
in the setB(t — 1); if there are no such APs, thel(t) is (1) whose durations are strictly greater than; the third
the set of APs that are available currently. We emphasize thg is a random choice among those APs in the(§etwhose
LookBack selects a random AP in the s8{{) at slott if  durations are strictly greater tha,, and so on. This selection
and only if the AP with which the user was associated durifgtocess terminates when the user associates with one of the
the previous slot is unavailable during stot_et k£ denote the first o APs ai,as, . ..,a, Which possess the maximum dura-
maximum number of APs available to the user at any slafon. From the above description, the randomized AP selecti
We now prove a surprising result that the competitive ratio @rocess can be seen to be analogous to the randomized binary
Algorithm LookBack is at most2 + log k. search algorithm. We now show using an analysis similar to
1) Analysis: We define amarking process for algorithm that of randomized binary search that the expected number of
LookBack as follows. Recall the rules for updating the sefssociations performed by the user until she selects ortesof t
B(t) in LookBack. During the first slot,B(1) is set toC(1)  APs in the set’(¢1) with the maximum duration is at most
which is the candidate set of APs available during the firsty jog ().
slot. We will aIWaysmark the first slot. At Slott, if B(t — Let Z(j) denote the expected number of associations per-
1)NC(t) # @, ie., if the intersection between the currenformed by the user until she selects one of firséPs, given

B(-) and the candidate sé€t(?) is non-null, thenB(t) = B(t—  that only the j APs with the longest duration are currently in
1) C(t). Else, if this intersection is null, theB(t) = C(f).  the setB(-). We have,

In this latter case, we mark slot The following claim holds.

Claim 2: Let OPT denote the optimal number of asso- Z(j) = 1 (fj=a) (1)
ciations for the given instance. Létdenote the number of , a 1+ Z(q-1) . .
slots marked by algorithrhookBack for this instance. Then, Z(j) < 7 + Z — (fj>a) (2
OPT > ¢. g=a+1

Proof: Consider any two slots andi, that were marked  The rationale behind Eq. 1 is as follows: if the current APs
successively byLookBack. By definition of the marking in the setB(-) are exactly the first APs with the longest
process, there does not exist any AP which is availabdration, then with probability one, the association pssce
contiguously during all the slots, ¢, +1,...,¢2. Hence, in will terminate in a single step. Hencg,(j) = 1 in this case.
any algorithm, the AP associated with the user during a ntarkehe rationale behind Eq. 2 is as follows: whgn> «, we
slot is different from the AP associated with the user dUrir]%Ve two Scenarios; in the first ScenariO, with probabmt‘y
the previously marked slot. Thus, the minimum number @he user's random choice will coincide with the fikstAPs
associations needed for the instance is at least the nunfibeggq Z(j) = 1. In the second scenario, with probabilitythe

marked slots, which ig. This proves the claim. B yser will choose a fixed AP among the Igst o APs; if the



. 2
user chooses the AR, for someq € o+ 1,...,4, then this 1) C
incurs one association; further, during the slot at which th  Nodel D Node 2
next association occurs, there are at mpstl APs in the set — T | - nor
. . . X !
B(-) and the expected number of associations at that stage| ig | , B - A
at mostZ(q — 1). c y c | x
Given Eqg. 1 and 2, we now show using induction that: D ! | D | x
1 1 E X A F E E X
VZaZSl—i———l— e —— 3 F X 1 F X
J (4) S tor 1 3 _ | _
W.l.o.g., we will first assume that for ajl, Eq. 2 holds with \f;l
equality instead oK. Hence, we have:
) Figure 1. Example AP association scenario.Solid arrows represent
) o J 1+ Z(q — 1) o trajectory of Node 1, and dotted arrows denote that of Nod& Zhrough
Z(j)=—=+ Z —2 (if j > ) (4) ‘P show the APs. In the tables, ‘x’ shows the AP that the nodartl at each
J g=at1 scan, and the last row shows the AP with which the node adsdcia

Eq. 3 clearly holds forj = o from Eqg. 1. It is also easy to
verify that Eq. 3 holds foj = a +1. Letu > a+ 1. ASSUme ;5er's past movement trajectory. Given a predicted trajgct

that Eq. 3 holds for aly in « ..., u. We now prove thst Ed. and a set of currently available APE;, ack determines the AP
3 holds forj = u+1. By Eq. 4, we haveZ(u+1) = 357 +  with which the node may be associated longest. We describe

Egj‘fl %ﬁfl) =S5+ 1 Z;;f%fl)(prz(q_ 1))+ below howTr ack maintains the user's movement trajectory
ot A : S : ;
e = (Z(u) - 2) + = = g+ Z(w). (i.e., state$ and expected association durations if a node were

The induction claim follows by summing up the Harmoni¢o choose a particular AP among the available ones.
series yielded by the above expression. The summatian Tr ack defines a state to be a list of available AP sets. The
#1 o+ %1 is at mostl + log(j — 1) for any j > 1; algorithm with history ofn usesn sets, starting from the most
further, k is the maximum number of APs available to the us@urrent set(C(t), to define state5T'(p):
during any slot and hencg is at mostk. Hence, the claim
follows. m ST(p) = (C(t)a C(t - 1)7 ceey C(m)) (5)

Theorem 4:Given an instance of the handoff minimizationyhere yn = mazft — n,0] and p is the state identifier.

problem, let/z denote the number of associations performegach state represents a unique trajectory. For convenience
by algorithmLookBack, and letOPT denote the optimal of description, we callC(t) of ST(p) asV,. For each state
number of associations required for this instance. We haye(;), we maintain the expected association duration of APs
E[R] < (2 +1logk) - OPT. in V;. If the available AP at scah- 1 continues to be available
Proof: By Claim 2,0PT > ¢, wherel is the number of at scant, we add the elapsed time between two scans to the
slots marked by ookBack. By Claim 3, R < (2+1logk)-{. sessionassociation duration of that AP. However, if the node
These facts together prove the theorem. B no longer hears the AP atwe do not know exactly when the
B. Track: Mobility-Based Algorithm AP became unavailgble; it cou_ld have been anytime between
the two scans. In this case, given no other knowledge about
We now describe our mobility-based algorithifi ack. the distribution of the association times, we assume that th
Figure 1 shows an example scenario with two mobile wireleggpect time that the node continued to hear the AP is equal
nodes moving through an intersection. Initially, Node 1nscaiqg half the elapsed time between the two scans. At scare
wireless channels and hears access point A and B, afkd to update session duration of the APs not only in the
associates with B. As it enters the intersection, it los&s tRyrrent state, but also all other states (calieelStatel whose
connectivity to B. It scans again and discovers two APS: Eps have been continuously available up to scan. A state,
and F. Given Node 1's trajectory, Node 1 can be associatg¢h (), is removed from théiveStatesset only when none of
longer with E than F, and thus should choose E. Node 2 jig Aps inV; is in C(t).
Figure 1 initially hears C and D, and associates with D. As it gpce an AP stops from being continuously available, we
loses the connectivity, it scans and discovers E and F. GiV@rﬁdate theexpectedassociation duration with the latest ob-
its trajectory, it can be associated longer with F than E, $@rved session duration. To compute the expected duration,

Node 2 heard E and F at the intersection, Node 1 should ) 5

choose E and Node 2 should choose F. The optimal AP is E,=-D;+°E,_, (6)
different because their trajectories are different. 4 4

Since the set of APs available to a node depends on tltkereF, is the expected duration arig, is the latest observed
node’s location, we use it to represent the node’s localém. duration. In summary, the session association duratiompdis u
then use the list of sets of APs to denote the node’s trajgctodated after each scan, while the expected associationiaturat
Our Tr ack algorithm predicts future trajectories using thés updated only when an AP is no longer available.



TO T1 T2 T3
A X X X
B X X
C X X X X

— ST(1) <«

— ST(2) <«
— ST(3) <
Table |

TRACK-1: EXAMPLE SCENARIO FOR STATE UPDATES . ‘A", ‘B’, AND ‘C’
DENOTEAPS, AND ‘ X’ SHOWS THEAPS DETECTED AT EACH SCAN
ST(1), ST(2)AND ST(3)REPRESENT STATES

| State | AP | T1 T2 T3 |
1T (B,C),(AC) B 0 20 30
(o 0 20 40
2 (ABC),BO) | A 0 20
B 0 10
C 0 20
3 (AC).ABO | A 0
C 0
Table I

TRACK-1: STATE UPDATES OVER TIME . THIS TABLE SHOWS HOW THE
EXPECTED ASSOCIATION DURATIONS FORAPS ARE UPDATED OVER TIME
FOR THE EXAMPLE SCENARIO ILLUSTRATED INTABLE |. WE ASSUME
THAT THE ELAPSED TIME BETWEEN EACH SCAN 120 SECONDS

Algorithm 1 TRACK(F,)

Require: P;: available APs

for A «— each AP inP, do
for S « each state iM’s liveStatesdo
UpdateSessionDuratioA(S,elapsedTime)
end for
end for
for B «— each AP inP,_, — P, do
for T+ each state inB’s liveStatesdo
UpdateSessionDuratioB(T,elapsedTime/2)
UpdateExpectedDuratioB(T") /* Eq. 6 */
end for
end for
if P, contains currentlyAssociatedAEhen
return currentlyAssociatedAP
end if
for C + each AP inP; do
UpdateExpectedDuratiofi{CurrentState)
end for
return AP with the longest expected duration amafg

Consider an example scenario shown in Table I. This

example illustrates how ther ack algorithm with history of  gescribe our evaluation methodology in Section V-A and then

1 (Tr ack-1) updates the session association duration forpfflesent the simulation results in Section V-B.
mobile node. Initially at TO, the node hears A and C. At T1,

it discovers B and C. At this point, ST(1) can be defined usirfy Methodology
C(1)=(B,C) and C(0)=(A,C). ST(2) and ST(3) are defined |n order to evaluate the performance of our algorithms in a
similarly. Table Il shows how session association dur&iare realistic setting, we drove our simulations by an extensise
updated for this particular example. Assume that the ethpsgf mobility trace collected from 275 college-freshman sser
time between each scan (or time slot) is 20 seconds. ST6ler an 11-week period at UCSD [8]. In this trace, each user
keeps track of the expected duration of B and C. At TZarried a PDA equipped with a Symbol Wireless Networker
B and C are still available, so we add 20 seconds to bagn2.11b card and freely roamed in the UCSD campus, which
durations in ST(1). At T3, we add 10 seconds to B since frovided extensive 802.11b coverage. When the PDA was
is no longer available, while we add 20 to C since it is stihowered on, it sampled and recorded every 20 seconds the list
available. The session duration in other states is maedainof APs it overheard, as well as their respective signal gtien
in the same manner. Note that at each scan, we update AfiRong these APs, the device also recorded the AP with which
durations not only in the current state, but also in othetestathe device associated.
that contain APs that have been available continuously. While the trace was originally collected for the purpose
In our current implementation, states do not expire; Wef wireless topology discovery, it naturally provides a doo
assume that we have an unlimited storage space for the.stagggnple for our association control study because it comtain
This assumption was reasonable since the number of ngW necessary information needed for the operation of our
states converges to a constant after a certain period of(me algorithms. In particular, at any given time, the trace juies
confirmed by the evaluation results in Section V). Howevefiot only the set of APs that a device can be potentially
for real deployment of this algorithm, we can associate a@sociated to, but also the history of how long the device has
expiration time with each state to cope with limited storaggtayed in each AP’s vicinity. Moreover, the trace also pidesi
space for maintaining the states. realistic mobility profiles for a campus environment, which
Algorithm 1 shows the pseudo code of tAieack al- are critical in understanding the impact of handoffs on ¢hes
gorithm. Given the set of currently available APB;, this mobile users.
function returns the AP with the longest expected duration During our study, however, we also found several limitagion
amongF. in the trace. First, the trace contains many gaps where no
samples are available for an extended period of time. This ma
be because the device had run out of battery or the user simply
We have evaluated the performance of our proposed astoned the device off. Second, the device may temporardg lo
ciation control algorithms using trace-driven simulasiofihe its connectivity and may not be associated with any AP even
results show that our algorithms can significantly reduee tthough it could hear at least one AP. From the trace itsedf, th
number of handoffs that occur to a mobile device. We firseasons for such phenomena are not clear. Third, each line in

V. EVALUATION



[ Algorithms | All user-days | Mobile user-days|

the trace denotes a reading for a particular user for oneeof th

. Trace 5.99 44.89
APs that the user heard during a scan. Although each scan Optimal 309 22 62
is supposed to be 20 seconds apart, some readings (or lines LookBack 4.28 28.41
of traces) are only several seconds apart. We expect ttst thi Track-1 3.62 26.15
is mostly due to clock synchronization issues. To addreiss th Track-0 360 26.19
y ( Y : >- Track-1S 3.82 24.44
problem, we considered consecutive trace lines that are les Track-0S 3.89 24.77
than or equal to 3 seconds apart to be readings from one scan. Table 11l

To ensure a meaningful and fair comparison, we pre- AVERAGE NUMBER OF HANDOFFS FOR DIFFERENT ALGORITHMS .
processed the trace as follows before we fed it into our
simulator. First, we removed all samples in which the device
was not associated with any AP. In other words, we ignored tBe Simulation Results
intervals of connection loss in the trace. Secondly, whenev ] ]
the samples were missing for 30 minutes or longer, we The UCSD trace contains 7028 unique user-days. Out of
assumed that the device was turned off, and we did not codi28, only 613 user-days (8.7%) have handoffs greater than
its first association after the wakeup as a handoff. We chd¥eequal to 20. This low percentage for mobile users is not
30 minutes since it is often the default duration after whicBHrPrising and goes along with the analysis presented by

APs disassociate users if they have heard no messages ffégRdersoret al. [9] that users are not mobile most of time. For
the users. Track algorithm with limited scans, we have 6716 user-days,

For each user, our simulator for on-line algorithms—Qut of which 606 are mobile user-days. The reason that these

LookBack and Track—reads in each scan, which happenlé%er—days are less than ones in the original trace is bevaise
every 20 seconds, and counts the number of handoffs tRgsume that if a node does not need to change the currently
happened during individual days. For Track algorithm, we y&ssociated AP, it does not scan wireless channels andd)here_f
the history of 1 and history of 0, denoted by Track-1 angP™me user-days trace are considered to be empty; thesedmitt
Track-0, respectively. user-days are stationary days since there were no needvior ne
Because the UCSD trace was collected to include as mR4R1S:
information as possible for future studies, it contains ¢ee  To understand the overall performance, we computed the
of APs that each mobile device scanned every 20 secon@¥grage number of handoffs for different algorithms, shown
However, in reality, periodic scanning consumes power arif), Table Ill. Not surprisingly, Optimal generated the minim
therefore, is not desirable for battery-powered mobileaks; average number of handoffs. The Track algorithms performed
To apply our Track algorithm to realistic settings, we alsglosed to optimal, while LookBack performed worse than
simulated our Track algorithm with limited scans, instedd drack but still better than Trace. Among variations of Track
with every scan in the trace. We pretended that the mob@égorithms, history of 1 performed better than history of 0
device scans only when it needs to change its associated f® both the original Track algorithm and the Track algamith
In our simulation, we included Track algorithm with limitedwith limited scans. This performance improvement for higto
scans using history of 1 and 0: Track-1S and Track-0S. ©f 1 comes in added complexity, which we will analyze below.
For comparison purposes, we also counted the numie all user-days, the original Track (Track-*) outperfeun
of handoffs that occurred in the trace, which indicates tiBe Track with limited scans (Track-*S) as expected. Howeve
performance of the particular wireless cards in use. Thef¢ difference is small. For mobile user-days, Track-*Speut
cards periodically scan the channels and re-associatethth formed Track-*; we currently do not have a clear explanation
AP that has the strongest signal, unless the card is configufer this particular result.
otherwise [8]. Such signal-based heuristics are also uged b Table IV shows the average number of scans per user-day.
many existing WLAN devices on the market. From the trace where scanning was performed every 20 sec-
In practice, a user may lose her wireless connectivity due @ds, the average is 1214.3 scans per user-day. If deviaas sc
moving to an area without coverage. She may then later ro@mly when they need to handoff, the average falls down to 6.7
to another location with connectivity and re-connect to thgcans per user-day. Although periodic scanning is commonly
network. Since handoff from one AP to anther cannot happeged in many 802.11-based localization systems [10], we
in this scenario, we do not count the re-connection as hand@xpect that aggressive scanning nonetheless reducedtéy ba
We evaluate the performance of different algorithms onlée of mobile devices. In the future, we plan to explore the
user-daybasis. Our primary metric is the number of handoffgower consumption of scanning to better understand ovdrhea
that occurred for a particular user in a particular day. Beas of our approaches. Another concern in aggressive scansing i
the benefits of our algorithms for highly mobile users, wealdts effect on data transmission [11]. In light of these canse
extracted a subset afobile user-dayfom the trace. A mobile it is significant that the performance of the Track algorithm
user-day is defined as a user-day in which at least 20 handaf&ng only limited scans is not much different from the Track
occurred in the trace. As we shall see, such mobile user-d&gorithm with periodic scans. Thus, Track with limited ssa
typically reflect a higher degree of mobility, and hence Higneis a better choice for battery-powered mobile devices.
more from our algorithms, as compared to the rest of the traceWhile the average handoffs provides a good summary of



| | Average scan couni

All scans 1214.3
Limited scans 6.7

Table IV
AVERAGE NUMBER OF SCANS PER USER-DAY. THE FIRST ROW SHOWS
THE NUMBER OF SCANS IN THE TRACHUSED BY THE ORIGINAL TRACK
ALGORITHM), AND THE SECOND ROW SHOWS THE NUMBER OF SCANS
THAT THE TRACK ALGORITHM WITH LIMITED SCANS USED.
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Figure 2. Difference in handover counts.The x-axis shows the difference
between the handoffs detected in the trace and those usifegedi algo-
rithms. The y-axis shows the CDF of user-days. (a) and (b)ghe difference
for all user-days and that for mobile user-days, respdgtivglthough the
maximum difference is 232 handoffs, of which Optimal progflicthe x-axis
for both figures are truncated at 100 for better viewing.

Heuristic | Track-1  Track-O0 Track-1S  Track-0$
States 8.5 3.7 4.1 2.2

Table V
AVERAGE NUMBER OF NEW STATES GENERATED PER DAY .
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Figure 3. Average number of new states over time.

We now want to consider the overhead or complexity of
variations of our Track algorithm. As Track encounters new
states, it needs to keep adding them to the existing settefsta
We computed the average number of new states generated per
day for each variations. The result is shown in Table V. The
algorithms using history of 0 reduced the average states by
more than half (56%) for the original Track and by 46% for
the Track with limited scans.

We also extracted the average number of newly generated
states over time, shown in Figure 3. The x-axis shows days
and the y-axis shows the average new states for each day. Days
on the x-axis does not represent calendar days. Instead, the
denoteith day each user connected to the wireless network. All
four variations of Track algorithm showed a decreasingdren
over time. However, Track-1 fluctuated by a large amount,
meaning that for certain days, many new states needed to be
generated even after the algorithm was run for many days.
Track-1S also fluctuated even though the amount was less than
Track-1. Both Track-0 and Track-0S eventually approached
zero, meaning that no new states were encountered.

performance, we now consider the performance gain in mdée Summary of results
detail. We computed the number of handoffs reduced com-Here we summarize our results for all user-days:

pared to those in the trace for each user-day, shown in Fyure

o Compared to the trace, Optimal algorithm reduced the

The x-axis shows the difference in handoffs, and thg y-axis  number of handoffs nearly by half (48%). Although this
shows the CDF of all user-days. (a) and (b) show the diffezenc algorithm would not be appricable in many cases, it can

for all user-days and that for mobile user-days, respdgtive
Although the maximum difference is 232 handoffs, of which
Optimal produced, the x-axis for both figures are truncated a ,
100 for better viewing. We also excluded user-days of which

still be used in the cases where the future mobility pattern
is known, such as trains.

LookBack algorithm provided a worse-case boundary of
(logk + 2), although its performance gain was moderate.

the trace has zero handoffs; we ended up with 3328 user-dayg Compared to the trace, Track algorithm (Track-1S) re-

and 613 mobile user-days.

duced the number of handoffs by 36%, using only a small

Figure 2 shows that Track algorithms performed better than umber of scans (6.7) and a small number of states (4.1)
LookBack but worse than the off-line optimal. Using Track per user-day.

algorithms, roughly 12%-13% of all user-days reduced more
than 10 handoffs per day. For mobile user-days, roughly 60% VI. RELATED WORK
reduced more than 10 handoffs, and 9% reduced more thamssociation control is an important component of wireless

40 handoffs per day.

mobile networks that affects the system performance, espe-



cially when the access points are densely deployed. Numer- VII. CONCLUSIONS

ous association control schemes have been proposed in thgiaintaining seamless connectivity for mobile users is a
research literature [12], [13], [3], [14], while variousnaors  major research challenge in wireless networks. To this end,
of WLAN products also have their own proprietary solutionge have presented novel association control algorithms to
[2], [1]. In a broad context, the association decisions hayginimize the frequency of handoffs and thus alleviate the
direct impact on the network performance in various pepterruptions experienced by mobile users. The fundanenta
spectives, e.g., load balancing across APs, networkaliitia,  insjght in our algorithms is that the association decisions
throughput faimess among different users, and user-pede spoyld take into account the longevity of the associations,
interruptions. The existing solutions all attempt to optien \yhich s ignored by the existing solutions. The association

along one dimension or the other.

lifetime depends on how the users move in the future. We pro-

A client can choose the AP with the highest signal strengtgse two online algorithmd,ookBack and Tr ack, which
so that it can maximize its own expected throughput [1j;se randomization and a statistical approach, respegtitel
Alternatively, in order to balance the AP loads, each AP catimate the longevity of associations. Our trace-drivemus

broadcast its current load in the Beacon message and eggfy

ns confirm the effectiveness of the proposed algosthm

client can choose the least loaded AP in its vicinity [2ln particular, theTr ack algorithm can achieve near-optimal

In order to achieve certain QoS guarantees, the associat,!ﬁ?formance in realistic settings, and can be readily geglo
schemes can take into account the available bandwidth jgnhe existing 802.11 wireless networks.

each AP. For example, in [12], a user can request a minimal
amount of bandwidth and will subsequently be associateldl wit
an AP that can satisfy such a bandwidth requirement. &sai [1]
al. [13] further propose to re-associate the existing useiesnwh
the bandwidth requests are violated. Bejerahal. [3] also [2]
propose efficient association algorithms to achieve max-mifs]
bandwidth fairness among different users. To address thle-fla
crowd problems in a heavily utilized network, IQU [14] was
recently proposed to queue the association requests frem tjaj
users and grant network access to them in a round-robin and
preemptive manner. Our work differs from all these existingl5
designs in that we focus on the user-perceived connection
interruptions by minimizing the number of handoffs occogri

to a mobile client. To the best of our knowledge, this problenji6]
has not been studied before.

There are many previous efforts to provide seamless colé
nectivity for mobile users by minimizing the handoff latgnc
For example, Paclet al [4] propose to reduce the chan- [g]
nel scanning time by using topographical knowledge of the
deployed APs. However, this approach requires centraliz 9]
maintenance and dissemination of the entire network tayolo
Neighbor Graph techniques were proposed in [5], [6] to updat
the network topology in a distributed and adaptive mannef,
Recently, SyncScan [7] was proposed to avoid the need
for such topology information by continuously monitoring
the nearby APs at each client. Furthermore, many of these
designs make extensive use of proactive caching, so thaj
the time spent on re-authentication and re-association can
be minimized. While each of these fast handoff mechanisms
has its own merits, they all require significant changes to
the 802.11 protocol specifications and hence face varidigl
deployment hurdles in practice. Given that fast handoff is
not available in most deployed 802.11 networks, we take[g]
different approach in this work by minimizing the number of
handoffs. As such, our proposed association control sche
are orthogonal and complimentary to the existing fast hindo
designs. Furthermore, our solution requires no changdseto t
802.11 protocol or the deployed APs, thus it can be readily
used in today’s 802.11 networks.
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